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Insights into MathConverse

But — is correct really correct?? 
● Had participants rate their self-confidence in being able to solve the problem 

before
● Found instances where participants who were not confident rated responses 

that were incorrect as correct! 
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Expert Case Studies

Bill Hart

Tim Gowers

Wenda Li



Expert Case Studies

(Some) Takeaways 

● Good at producing definitions and can occasionally provide a helpful scaffold 
for solving a problem

● Seeming overreliance on memorised solutions 
● Algebraic weakness is a real Achilles heel 
● Challenges with complex planning 
● Verbosity 
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Synthesized Takeaways For… 

ML Practitioners

● Enable models to 
communicate calibrated 
uncertainty and uptake user 
corrections

● Enable provisions of 
rationales

● Strive for conciseness

Mathematicians (Students, 
Educators, Researchers) 

● Pay attention!!!!
● Take a nuanced view on 

when/where/how these 
models can help 

● Be cautious when using 
LLMs (alone) for heavy 
algebra

LLM Evaluation, Development, 
and Deployment

● Carefully discern when 
assistance is needed (or 
even worth utilizing) 

● Collaboration between ML 
practitioners + domain 
experts is valuable  

● Incorporate interactivity into 
LLM capability assessments  
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Big Picture: What is / will be the relationship between mathematicians and LLMs? 
Across stages of mathematical development? 

(Some) Computational Questions: 

- How can we build systems which are more preferable “teammates” which 
express when unsure, can uptake user corrections, and provide rationales? 

- Where to integrate LLMs versus structured systems? Data-efficiency? 

How do humans learn about and push the boundaries of maths? 
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