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Machine Learning Alliance

The Romulan Star Empire: Supervised Learning
The Klingon Empire: Unsupervised Learning
The Borg Collective: Reinforcement Learning

All these successful villains speak the same language: Statistics

“Resistance Is Futile” (F-measure 0.99999)

The current war between Black Box Models and XAI

Reasoning speed: Slow (knowledge driven) Fast (data driven)

Who is this?
Who was his predecessor?
Who was his predecesor’s predecesor?



1 Can LLMs (ChatGPT, BARD) solve logic puzzles?
2 Which are the types of logical faults? How many?
3 Can LLMs translate into FOL?

144 puzzles (12 puzzles × 12 chapters)



Chapter 1 - Micro arithmetic puzzles

Chapter 2 - Strange numbers

Chapter 3 - Practical puzzles



Chapter 4 - Ladies and tigers

Chapter 5 - Einstein or zebra puzzles
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Chapter 6 - Island of truth

Chapter 7 - Love and marriage



Chapter 8 - Grid puzzles

Chapter 9 - Japanese puzzles, e.g. Killer Sudoku, Kakuro



Chapter 10 - Russian puzzles

Chapter 11 - Polyomino puzzles
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Chapter 12 - Self reference puzzles

Dataset of experiments
100 puzzles, ChatGPT, BARD
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Spoiler alert: Assessing performance
Answer BARD ChatGPT
Correct 5 7
Correct (but wrong justification) 13 2
Correct (with inconsistencies) 1 1
Correct (but unjustified) - 6
Partial correct - 1
Wrong 69 72
Wrong (lack of task understanding) 1 1
Wrong (claiming no solution) 11 2
Wrong (claiming not enough information) - 3
Wrong and fuzzy - 1
Wrong (no justification) - 3
No solution only valid but inneficient algorithm - 1
Admitting failure - 1

Example (Solving strategies)
Analysing all possibilites
Backward reasoning
Principle of inclusion-exclusion
Trial and error
Recursive approach

Step by step
Backtracking
Euclidian algorithm
Heron formula
Assumption based
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Quantifying logical faults

a→ b
b → c
c → d
d → e
e → conclusion
conclusion

How much hallucination?

on average, 26.03% from the generated text is a logical fault
the quantity of false text is larger
698 logical faults (average 7 fallacies/puzzle)
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Sample of correct puzzles
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Inconsistencies and lack of commonsense

Inconsistencies: (156, 22.35%)
Lack of commonsense (56, 8.05%)

Example (Letter to parents: SEND + MOST = MONEY)

Example (Asking for ages of family members)
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No justification
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Lack of task understanding
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Traces of the past
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The worlds collide

Example
There are three friends staying on the couch in Central Perk: Rachel, Ross, and
Monica. Monica is looking at Ross. Ross is looking at Rachel. Monica is
married; Rachel is not. Is a married person looking at an unmarried person?

Rachel Ross Monica

I am on a break!I am not married I am married



Admitting failure - the most interesting answer



Admitting failure - the most interesting answer

Abusing epistemic notation: KChatGPT (¬KChatGPT answer)→ KChatGPT answer
Abusing temporal logic: AG(KChatGPT (¬KChatGPT answer))→ EF (KChatGPT answer)



Lost in translation
Solving logical puzzles with LLMs is not a good use case.

Example (But, LLMs master language translations)

1 NL to First Order Logic - for human robot interaction (kitchen robot)
2 NL to SUO-KIF - for detecting misinformation (diet domain)
3 NL to OWL - for supporting ontology engineering
4 NL to First Order Logic - for reasoning tasks (puzzle domain)
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Interpretation models

Monica is in love and Chandler is in love.
∃x , love(monica, x) ∧ ∃x , love(chandler , x)

How many models are (e.g. MACE4)?
assign(max models, -1).
assign(domain size, 4).
formulas(assumptions).

exists x love(chandler,x).
exists x love(monica,x).

end of list.

0c 1 m

2p1 3 p2

0c 1 m

2p1 3 p2

0c 1 m

2p1 3 p2
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Reducing 278,528 models

0c 1 m

2p1 3 p2

0c 1 m

2p1 3 p2

0c 0 m

1p1 2 p2

1 UNA: chandler 6= monica 163,840 models
2 Assume love is not narcissistic: ∀x , ¬love(x , x). (5,120)
3 Assume someone can love only one person at a time:

love(x , y) ∧ love(x , z)→ y = z. (80)
4 Remove isomorphic interpretations (74)
5 2 Skolem consts - assume no interest in love relations between them (17)

Remarks

1 order of reductions is computationally relevant (186,976 models, 2h))
2 which domain knowledge to add is subject to interpretation
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Natural language quantifiers for human-robot interaction 1

1S. Morar, A. Groza, M. Pomarlan, Natural language quantifiers for human-robot interaction, AIC, Bremen ,
Germany 14-15 September 2023





Generating interpretation models
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Dataset for experiments



Results - 132 testing examples

93 translations (70,45%) identical to the expected ones;
7 translations (5,30%) small variations, but logically equivalent
32 translations (24,24%) wrong, leading to a different interpretation

https://www.youtube.com/watch?v=xZY1HzLBOmU
https://www.youtube.com/watch?v=xZY1HzLBOmU


Cross-validation of Answers with SUMO and GPT 2

2D. Lupu, A. Groza, A. Pease, Cross-validation of Answers with SUMO and GPT, LK@ISWC, Athens, Greece,
6-10 November 2023



NL to KIFNL 96%
KIFNL to KIF 82%
76/83 correct translations (92%)



Natural Language to OWL3

3P. Mateiu, A. Groza, Ontology engineering with ChatGPT, SYNASC, Nancy, France, 11-14 September, 2023



A puzzle dataset Results Taxonomy of halluciantions Lost in translation

Assume Phoebe sings one of the Doris Day songs:

Everybody loves a lover
I’m a lover, everybody loves me
... And I love everybody,
since I fell in love with you

Prompt: “Translate into First Order Logic”
p1 “Everybody loves a lover” ∀x (lover(x)→ ∀y loves(y , x))
p2 “I feel in love with you”: loves(I, You)
p3 “I am a lover“ lover(I)
c2 ”Everybody loves me” ∀x loves(x , I)
c3 “I love everybody” ∀x loves(I, x)

ChatGPT ”proves” c1 but not c2.
Based on three premises p1=“Everybody loves a lover”, p2=“I am a lover” and
p3=“I feel in love with you” can you prove c2=”I love everybody”?

ChatGPT + Prover9 prove both c1 and c2.



Example (Ross trillemma)
Ross is in situation to choose marrying one of Rachel, Emily or Carol. Each
woman sent Ross some messages.

Given that Ross knows that all the women lie, will Ross be marry or not. Will
he be happy or not? Will he marry Rachel or not?

Close the world to four individuals - domainsize = 4
Avoid isomorphic models: Ross = 0, Rachel = 1, Emily = 2, Carol = 3

m(Rachel) ↔ (marry(Emily)→ ¬happyRoss)
m(Emily) ↔ (∀x marry(x)→ ¬happyRoss)
m(Carol) ↔ ((marry(Carol)→ ¬happyRoss) ∧ (marry(Rmily)→ happyRoss))

All messages are false: ¬m(Rachel) ∧ ¬m(Emily) ∧ ¬m(Carol)
Helping the solver vs. helping ChatGPT

Ross should be married: ∃x marry(x)
Marry only one: ∀x ∀y (marry(x) ∧marry(y)→ x = y)
Ross cannot maried to himself: ∃x x 6= Ross ∧marry(x)



Students find the single model. In this model Ross is happy (by marring Emily).

Prompt: Solve the following puzzle
Since we know that all the women lie, none of their statements can be true.[...]
If Ross marries Rachel, [...] If Ross marries Emily, [...] If Ross marries Carol,
[...] Since there is no consistent information among the statements, Ross’s
decision cannot be based on these statements alone. Therefore, Ross cannot
make a logical decision based on the information provided. Whether Ross
marries or not and whether he is happy or not will be uncertain in this scenario.

Consider that Ross should marry at least one woman.
...Since Ross must marry at least one woman, he has two choices: Rachel and
Carol. .. Ross should choose based on his own feelings and preferences. Ross’s
happiness in marriage will depend on his compatibility with the chosen woman,
which cannot be determined from the information provided.

Does Ross can marry more than one woman?
[...] based on the information provided and standard assumptions about
marriage, Ross can only marry one woman.

Does Ross can marry to himself?
While self-love and self-acceptance are important, they are typically not
expressed through the institution of marriage to oneself. Instead, individuals
can practice self-care, self-acceptance, and self-improvement to promote their
well-being and self-esteem.



¬∃x Unreal(x) ∧ Exists(x)
∀x∃y (Master(x) ∧ Apprentice(y) ∧ x 6= y) ∧ ∀x ∀z (Master(x) ∧ Apprentice(z)→ x 6= z)
∀x (Wise(x)→ (Speaks(x) ∧ H(x)) where H(x) = HasSomethingToSay(x)))
∀x (Fool(x)→ (Speaks(x) ∧ H(x)) where H(x) = HasToSaySomething(x)))

Rachel Ross Monica

I am on a break!I am not married I am married

There are three friends staying on the couch in Central Perk: Rachel, Ross, and
Monica. ∀x (F (x) ∧ S(x))→ (x = Rachel ∨ x = Ross ∨ x = Monica)
Monica is looking at Ross: L(Monica, Ross)
Ross is looking at Rachel. L(Ross, Rachel)
Monica is married. M(Monica) Rachel is not married. ¬M(Rachel)
Theorem to prove: ∃x ∃y (M(x) ∧ U(y) ∧ L(x , y))
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ChatGPT performance on 100 puzzles

7 correct puzzles
on average, 26.03% from the generated text is a logical fault
698 logical faults (average 7 fallacies/puzzle)

Lost in translation with GPT models

First Order Logic - for human robot interaction (kitchen robot)
SUO-KIF - for detecting misinformation (diet domain)
OWL - for supporting ontology engineering (family ontology)
First Order Logic - for reasoning tasks (puzzle domain)

Groza, A.: Modelling Puzzles in First Order Logic. Springer
(2021)
https://users.utcluj.ro/˜agroza/puzzles/maloga/codes.html
https://users.utcluj.ro/˜agroza/puzzles/maloga/chatGPT_puzzles.pdf
https://users.utcluj.ro/˜agroza/puzzles/maloga/100puzzles.txt

Adrian.Groza@cs.utcluj.ro

∀x (participant(x , WG4−WG5)→ thank(I, x))

https://users.utcluj.ro/~agroza/puzzles/maloga/codes.html
https://users.utcluj.ro/~agroza/puzzles/maloga/chatGPT_puzzles.pdf
https://users.utcluj.ro/~agroza/puzzles/maloga/100puzzles.txt
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