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1 Introduction

In recent years, Large Language Models (LLMs) have been increasingly applied
to mathematical and reasoning tasks.

These models take signi�cant amounts of training and yet are still capable of
dreaming up incorrect solutions or struggle with simple algebraic tasks. For this
reason, we investigate methods to improve the performance of models on sym-
bolic reasoning tasks. Term Rewrite Systems (TRS) o�er an intuitive, reliable,
veri�able and Turing-complete reasoning framework on formal languages.

With this work, we want to explore the potential of combining TRS with Re-
inforcement Learning (RL). We introduce treewrite, a Python library designed
to facilitate the integration of TRS with neural networks, enabling e�cient
problem-solving through RL.

2 Related Work

TRS have long been used in a variety of applications, ranging from declarative
programming languages [1] to Theorem Proving (TP) [2] and can even be ap-
plied to chemical transformation searching [4]. Recent advancements in machine
learning, and in particular RL have had promising impacts on current research.

Recently, Xin et al. improved Deepseek [9], an LLM tree search architecture
to present DeepSeek-Prover-V1.5 [13], an LLM for functional programming [7].
After training the LLM, they apply Reinforcement Learning from Proof Assis-
tant Feedback (RLPAF) for �ne-tuning.

Piepenbrock et al. [8], on the other hand, present a neural rewriting system
along with the Strati�ed Shortest Solution Imitation Learning (3SIL) training
method. They use the system to assist the Prover9 [6] Automated Theorem
Prover (ATP) and signi�cantly improve their performance. Consequently, we
aim to build on this work and optimize our training process, by including syn-
thetically generated episodes.
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3 Methodology

We present our Python library treewrite, designed to solve a range of challenges
that can be formulated as TRS. The treewrite library enables users to de�ne
grammars and rules for TRS and swiftly integrate them into RL environments
using the gymnasium framework [12].

Our library o�ers several key features:

� Grammar De�nition: Grammars can be de�ned using Extended Backus
Naur-Form (EBNF) or similar methods, ensuring easy compatibility with
existing formal languages.

� Tree Parsing & Conversion: Converts terms to parse trees and vice
versa, while enabling seamless integration with neural networks through
tensor representations.

� Rule Application: Facilitates the application of rewrite rules. Rules
may be conditional and can be applied to speci�c nodes.

� Tokenization Scheme: Provides e�cient tokenization based on gram-
mar speci�cations, allowing for node selection during the rule application.

� Random Sampler: Generates random and balanced trees for the pro-
vided grammar, inspired by Lample et al. [3]. These random trees serve
as initial states for the RL environment.

� Type System: We provide a type system to ensure correctness of the
parse trees. Types can be in relation with each other, e.g. the type N is
contained within the type Z.

� Context Management: Some TRS require information to be saved in a
context. Our library provides an optional context class to handle the types
of individual variables, their boundedness, or other necessary information.

4 Proof-of-Concept

We implemented a Boolean algebra system within the gymnasium frame-
work [12], where the goal is to transform terms into Conjunctive Normal Form
(CNF). In the environment, a state is represented as a parse tree, while an action
consists of a rule to be applied and the node in the tree, where the rule should
be applied. The RL agent receives rewards based on successful transformations
or penalties for invalid actions as well as actions that result in a state that has
been seen during the same episode. After training with stable-baselines3 's [10]
PPO [11] algorithm, we achieved a 100% success rate on random terms. The
nature of this total success rate is due to the trivial nature of the problem. An
agent only needs to apply �ve di�erent rules [5], whenever applicable and will
always reach the CNF in a �xed number of steps.

Ultimately, we aim to apply this method to more complex mathematical
environments, including TP.
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