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Thanks to recent advances in LLM capabilities, we believe natural language
can serve as a universal interface for reasoning about formal proofs. Using
natural language leverages the strength of LLMs, and allows us to use chain-
of-thought [1] by asking for an informal mathematical proof before generating
the formal proof, making it more intuitive and comprehensible compared to
purely automatic formal techniques. Additionally, partial proofs expressed in
natural language are easier for humans to understand, adapt, or reuse, allowing
for greater flexibility and collaboration between machine-generated suggestions
and human mathematicians.

In this work, we develop an LLM-based agent that can interact with the Rocq
proof assistant. We present the following contributions: 1) Pétanque: A new fast
and lightweight environment to interact with the Rocq theorem prover. 2) An
interactive proof protocol leveraging natural language reasoning: hierarchical
proof templating. 3) A search algorithms leveraging feedback from the ITP and
natural language to rerank proof candidates.

Pétanque: a lightweight interactive environment for Rocq Following existing work
[2,3,4,5], we have built a new environment for machine to machine interaction for
the Rocq proof assistant, particularly tailored for interactive, high-throughput,
low-latency learning applications. Pétanque is based on Flèche [6], a new document
manager for Rocq.

Hierarchical proof templating The templating agent tries to generate full proofs
directly. Failed tactics are replaced with holes to obtain a proof template. The
sub-goal corresponding to each holes is then fed back to the agent which repeat
the process to fill the holes one by one using focused fine-grain reasoning. The
proof is complete when there are no more holes. Our approach’s originality is
that although the protocols’ inputs (goals) and outputs (tactics) are Rocq code,
the agent internally uses natural language as an intermediate representation to
analyze the input and guide the code generation. An example execution of the
hierarchical proof templating agent is presented in Figure 1.

Proof search We combine our interactive protocol with the classic beam search
algorithm. Inspired by [7], we use the LLM to rank and sort the proposals during
the search. At each step, the LLM generates n possible proofs. We use Pétanque
to templatize each proof and store all the resulting templates. Then, the LLM
discuss, compare and finally rank and sort the candidates for the next step.
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Theorem Sn_le_Sm__n_le_m : forall n m, 
  S n <% S m -' n <% m. 

intros n m H. 
inversion H as [H0 | n' H0]. 
- { admit. } 
- { admit. }

intros n m H. 
inversion H as [H0 | n' H0]. 
- apply H0. 
- apply H0.

apply le_n. exact (le_S_n _ _ H). 

1. Introduce n and m. 
2. Introduce the hypothesis S n <= S m into the context. 
3. Use the inversion lemma on the hypothesis to simplify it. 
4. Conclude the proof by referring to the simplify hypothesis.

1. Recognize that m <= m is always true. 
2. Use the le_n constructor to finish the proof. 

Use hypothesis H to conclude n <= m. 

n, n', m  : nat 
H : S n <% S m 
H0 : S n <% m 
H1 : n' = m 
⊢ n <% m

n, m : nat 
H : S n <% S m 
H0 : n = m 
⊢ m <% m

Reason

Templatize

Formalize

~~~~~~~~~
~~~~~~~~~

intros n m H. 
inversion H as [H0 | n' H0]. 
- { apply le_n. } 
- { exact (le_S_n _ _ H). }

Final proof

Fig. 1. Hierarchical proof templating.

Evaluation To limit data leaks issues, we extracted the first 100 lemmas from the
recent proof of BB(4) = 107 [8]. To provide the necessary context for the proof,
for each lemma we augment the prompt with all the preceding definitions and
lemmas. We evaluate our agent with 3 state-of-the-art LLMs: GPT-4o, LLaMa-
3.3, and DeepSeek-v3. The number of proposal is 4, the beam search is 3, and the
maximum number of search steps is 10. The gray numbers indicate the number
of proofs that were correct at the first try (no holes).

GPT-4o LLaMa-3.3 DeepSeek-V3

% success (38.0) 58.0 (20.0) 46.0 (30.0) 56.0

Related work Closest to our work, [9] build a tactic-by-tactic LLM agent based on
GPT-4 and also use an interface to summarize past interactions. They, however,
do not use proof repair or beam search. Also close to our work, [10] use proof
repair over hierarchical proofs in Isabelle, coupled with best-first search. Contrary
to us, they use fine-tuned models and no chain-of-thought. Finally, [11] propose
a framework for training language models to produce informal thoughts prior to
each step of a proof, thereby boosting the model’s theorem-proving capabilities.

This work is also related to recent investigations on the reasoning abilities of
LLMs [12]. Chain-of-Thought (CoT) prompting [1] was shown to improve LLM’s
answers; subsequent work found that these reasoning abilities could be elicited
zero-shot [13]. Further work interleaved CoT with decision-making [14], added
search and complex control flow to reasoning [15,7,16], incorporated refinement
and feedback [17,18], and learned to generate novel reasoning traces that proved
beneficial for further training [19,20]. Like our work, many of these methods –
especially the ones using search and refinement – make use of LLM-based scoring
or ranking functions [21].

A previous version of this work was presented at the MathAI@NeurIPS 2024
workshop [22].
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