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1 Introduction

Symbolic integration is well-studied, proven to be undecidable. Recently there
have been attempts to use Machine Learning (ML) to perform symbolic integra-
tion [1,3–6]. We are interested in improving the efficiency of indefinite integration
within a Computer Algebra System using ML, while still ensuring correctness
is guaranteed, through ML-based optimisation. We focus on the popular com-
mercial CAS, Maple. Maple’s user-level integration call is essentially a meta-
algorithm: it can employ several different methods for symbolic integration.
They are currently tried in a deterministic order until one succeeds, at which
point the answer is returned without trying the other methods. A key part of
this implementation is what we call the guards: code that is run prior to calling
one of the methods to decide whether or not attempting to use the method is
worthwhile. The reasoning behind having a guard is that some methods are com-
putationally expensive: it is a waste of time to go through a complex algorithm
just to find out that it fails. We create small ML models to predict success for
methods and investigate whether these can provide guards for methods that lack
them, or replace the computationally expensive guards.

2 Results

Table 1 shows the results for methods that do not have a guard. In this case,
the transformers are compared to a hypothetical guard that simply predicts a
positive label every time, since the current workflow would always attempt such
methods. These transformers range in accuracy from 93% to 98%. Hence, there
is much scope for using ML to prevent wasteful computation. Table 2 shows the
results for the methods that do already have a guard. In each of these cases,
we see that a transformer can beat the guards, and some by a margin of over
30%. We note that the guards for Trager and PseudoElliptic are particularly
weak compared to the transformers, with much lower accuracy and precision.
The transformers can avoid the false positives that the guards cannot.

3 Layer Integrated Gradients to Interpret the Classifiers

We have seen that ML can optimise the work of CASs here, but we are also in-
terested in how the ML models make their decisions: both to give confidence in
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Table 1: Comparing each transformer to predicting positive every time on the test
dataset. These methods have no guard; they always run when Maple’s algorithm
reaches that specific method.

Method Accuracy (%)
Transformer Guard

Default 94.86 82.15

DDivides 94.13 28.18

Parts 93.10 37.05

Risch 94.53 89.35

Norman 95.74 71.67

Orering 97.21 37.88

ParallelRisch 97.82 82.73

Table 2: Comparing each transformer to the Maple guard on the full test dataset.

Method Accuracy (%) Precision (%)
Transformer Guard Transformer Guard

Trager 98.21 67.55 92.21 15.88

MeijerG 96.78 88.72 89.58 57.78

PseudoElliptic 99.28 62.61 62.86 2.03

Gosper 94.04 92.51 92.08 80.21

their results and perhaps to inform better hard-coded guards. We further exper-
iment with interpreting the transformers using Layered Integrated Gradients [7];
an extension of Integrated Gradients that gives insight into different layers of a
neural network by calculating attribution scores of tokens. One interesting ob-
servation concerns the Risch method and the attribution scores found for the
token of the absolute value function (abs). These always contribute negatively,
usually highly so, in the observed samples which indicates that the presence of
this token will adversely impact the prediction for use of this method. A visu-
alisation for a particular example is shown in Figure 1. After discussing with
domain experts, we find this a satisfying interpretation: the Risch algorithm is
suited for elementary functions and the absolute value function does not fall in
this category [2].

Fig. 1: Example sequence to depict the attribution scores corresponding to differ-
ent tokens where blue is positive and red is negative. Note the strongly negative
score for the abs token.
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