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We investigate learning to identify useful lemmas for ATP, where usefulness is de�ned in terms
of 1) reducing proof search and 2) shortening the length of the overall proof. How can ATP
performance be improved by the generation and selection of useful lemmas before search begins?
The presented work and ideas are guided by four theses.

1. Restriction to a Class of Problems with Accessible and Simple Proof Structures is Helpful

Interested in novel techniques, we work with a restricted class of �rst-order problems,
condensed detachment (CD) problems [10, 8], due to Carew A. Meredith [6]. Inference
steps can be characterized by detachment (modus ponens) combined with uni�cation.
Proof structures are particularly simple and well accessible: full binary trees, or terms
with a binary function symbol D, which we call D-terms. Constants in these terms label
axioms. As examples of D-terms consider 1, a constant representing a use of the axiom
labeled by 1; D(1, 1), representing a detachment step applied to axiom 1 as major and
minor premise; or D(1,D(1, 1)), representing a proof with two detachment steps. These
proof terms are closely related to proof structures of the connection method [1, 2].

2. A Utility Model Allows Learning from Successful as well as Failed Proof Attempts

Our aim is to assist lemma selection via machine learning by building a utility model that
takes a lemma as input and outputs a predicted utility. We present our data extraction
mechanism, in particular our attempts at maximising the training signal coming from a
single proof attempt. This approach is in marked contrast with most learning-assisted
theorem proving systems (e.g. [4, 5], considering only learning applied to lemmas), that
typically learn from steps of the proof found and discard everything else from the search.
In particular, very little work exists on how to learn from failed proof attempts.

3. Subtree or Unit Lemmas are Interesting and Powerful

Given conjecture C, if search is successful a D-term proof P is found. Any subtree1 P ′

of P turns out to be the proof of some unit lemma, an atomic lemma formula used in
the proof. These unit or subtree lemmas are typically used in applications of CD, where
the D-terms are then considered in their DAG representation. This includes advanced
applications, out of the scope of modern ATP. We overview comprehensive recent results
from [7] on learning such lemmas, their generation, selection and application, addressing
learning aspects and novel proving techniques that are adequate for these tasks.

4. Even More Powerful Lemmas are Possible and Potentially Useful

Any connected subgraph P ′ of P , i.e., a tree whose leaves are not all constants but
include variables, proves a Horn clause whose head is the term proven by the root of
P ′ and whose body consists of the terms proven by subtrees of P under the leaves of
P ′, or at the variable positions of P ′. This situation has correspondences in resolution,
the connection structure calculus [3] and compression with combinators [9]. Open key
questions are the assessment of the usefulness of such powerful lemmas and in which way
provers (of di�erent types) bene�t from supplementing them with such powerful lemmas
(in di�erent ways, as additional axioms or as proof schemas).

1We use subtree of a tree P to refer to a node in P and all of its descendants in P .
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