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Saturation-based theorem proving

Input: Problem in clause normal form (first-order logic clauses)

Proof search state — two sets of clauses:
> Passive
> Active

Saturation loop:
1. Select clause C from Passive. — Which one?

2. Perform all inferences between C and Active.

» Add the generated clauses to Passive.
> If the empty clause is generated, terminate.

3. Move C from Passive to Active.
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Clause selection by weight

Clause Symbol and variable occurrences
C1 E(m(i,xl),xl) 5

G —|E(m(X1,X2),X3)\/P(Xl,XQ,X3) 9
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Machine learning for clause selection

How to train clause selection by machine learning?
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Machine learning for clause selection

How to train clause selection by machine learning?

Training data from a successful proof search:
» Proof clauses Cy

» Nonproof selected clauses C_
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Generalized clause weight

Clause Symbol and variable occurrences
C E(m(i, x1), x1) 5
Cy —E(m(x1,x),x3) V P(x1,x2,x3) 9
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Generalized clause weight

Clause Occurrence count
‘ xx E P m i
Cc_ E(m(i,x1),x1) 2 1 0 1 1

C+ —E(m(x1,x),x3)V P(xi,x2,x3) | 6 1 1 1 0
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Generalized clause weight

Clause | Occurrence count Clause weight W(C,)
xx E P m i ‘
c_ 2 1 0 1 1] 2w(x)+w(E)+w(m)+ w(i)
(o 6 1 1 1 0]6w(x)+w(E)+w(P)+ w(m)

feR
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xx E P m i ‘
c_ 2 1 0 1 1] 2w(x)+w(E)+w(m)+ w(i)
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Generalized clause weight

Clause | Occurrence count Clause weight W(C,)
xx E P m i ‘
c_ 2 1 0 1 1] 2w(x)+w(E)+w(m)+ w(i)
(o 6 1 1 1 0]6w(x)+w(E)+w(P)+ w(m)

W(Cy) < W(Co)
Aw(x,) + w(P) < w(i)

Example solution:

> w(x) =1
> w(P)=1
> w(i)=26
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Symbol weight recommender

Input problem

Recommender
A 4

Neural network

Output activation
1+softplus(*)

Symbol weights w(*) |

raining

Evaluation

A
(Automatic theorem prover)

I
I
| Clause C. | | Clause C_ | E
:
I

| Clause weight W(C ) | | Clause weight W(C_) |

I |

[ Logit W(C_) = W(C,) |

| Loss [ = — log sigmoid(W(C_) — W(C)) |
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Evaluation

Configuration | Proofs found on 3149 problems

Absolute Relative

Trained GNN 1494 47.4%

Baseline 1439 44.5%
—— Trained GNN

14001 —— Baseline

1200 4

T T T T
107 108 10° 10 10t
Instructions
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Summary

» Clause selection
» Prover selects clause with the smallest weight
» Clause weight parameterized by symbol weight
» Trained GNN recommends symbol weights
» Training
> Training example: clause pair (proof and nonproof) from a successful proof search
> Proxy task: clause ranking (clause pair classification)
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Evaluation

Table: Results of the final empirical evaluation. The reported performance is the number of proofs
found on the test set (3149 problems) within 5 x 10'® CPU instructions per proof search.

Configuration Proofs found
Absolute Relative

Trained graph neural network (GNN) 1494 47.4%

Baseline 1439  445%

feR
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Clause weight

Table: Examples of clauses and their symbol-counting weights

W(C)

0

p(X1, ¢, X2) V q(X1) 3w(X) + w(p) + w(q) + w(c)
g(X1, h(X2)) = f(g(X1,X2), X1)  5w(X) + w(=) + w(f) + 2w(g) + w(h)
—|( ( 1) ~ h(Xg)) V X1 = X 4W(X) + 2W(%) + 2W(h)

Clause weight

W)= Y Sc(s)- w(s)

seXU{~,X}

feR
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Training

» Training example: Pair of clauses Cy (proof) and C_ (nonproof)
> Proxy task: Clause pair classification
» Example likelihood: p(Cy, C_) = sigmoid(W(C-) — W(C,))
> pis large when W/(C_) is large and W(C, ) is small
> Loss: negative log-likelihood ¢ = — log p(C,., C_)
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Symbol weight recommender

» Input: Problem
» Output: Variable and symbol weights
» Output activation function: a(x) = 1 4 softplus(x)
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