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Verification of Neural Networks consists of two parts: 1. verification of a given property per
se, and 2. training of the neural network, that optimises neural network’s parameters towards
satisfying the given logical property; cf. e.g. [1]. The latter is usually done via modifying the
neural network’s loss function. A group of methods that allow to generate loss functions from
an arbitrary logical property is known under an umberella term of Differentiable Logics (DLs).
For example, well-studied fuzzy logics that date back to the works of  Lukasiewicz and Gödel can
be used as DLs [6]. Recently, both verification and machine-learning communities formulated
alternative DLs such as DL2 [7] and STL [4] claimed to be more performant in optimisation
tasks.

Our interest in DLs lies in making their embedding into the overall verification cycle more
smooth and generic [2]. However, our initial attempt in [3] to express the existing DLs in
the same generalised language met some obstacles. Firstly, soundness of some DLs, such as
STL [4], remained an open problem and was hard to resolve manually. Pen and paper proofs
of some other conjectured soundness results had many tricky cases that were prone to errors.
Secondly, Varnai et al. [2] strongly argued for characterisation of DLs in terms of their geometric
properties that are valuable for optimisation tasks: smoothness, scale-invariance, shadow-lifting.
Shadow-lifting was the most original and important of the three, and encapsulated the idea of
gradual improvement in property-driven training. However, their published proof sketches were
not sufficiently detailed, and—even more importantly—did not immediately generalise to other
DLs. Both of these groups of challenges called for rigorous computer formalisation of DLs,
together with proofs of their major logical and geometric properties, in an interactive theorem
prover based on dependent-type theory.

In this talk, we will present the resulting formalisation in Coq. By exploiting higher-order
syntax and dependent types, we formalised and proved properties of all DLs of interest in
a generic way. In particular, the Mathematical Components library, especially its modules
algebra and analysis, enabled full proofs of geometric properties. This new level of rigour and
modularity allowed us to positively solve the open problem of STL soundness; verify other
soundness results; and for the first time give proofs of shadow-lifting for all DLs for which they
hold. Proofs of other geometric properties are left for future work.
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