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Pre-trained Large Language Models (LLMs) are beginning to dominate the discourse around
automatic code generation with natural language specifications [5]. In contrast, the best-
performing synthesizers in the domain of formal synthesis, where the synthesizer must gen-
erate code that satisfies a precise logical specification, are still based on enumerative algo-
rithms [11, 8, 3, 7]. In this work, we evaluate the abilities of LLMs to solve formal synthesis
benchmarks by carefully crafting a library of prompts for the domain, and propose two methods
for integrating the syntactic guidance from an LLM into an enumerative synthesis loop.

We hypothesize that, in the cases where the LLM returns only incorrect solutions, the cor-
rect solutions are most often in the vicinity of the incorrect solutions, and that, by searching
in the neighborhood of the incorrect solutions, we may be able to guide an enumerative syn-
thesize to find a solution faster. We present two methods for integrating syntactic guidance
from LLMs into an enumerative CounterExample Guided Inductive Synthesis (CEGIS) [12]
algorithm. CEGIS describes enumeration search algorithms where an enumerator enumerates
solution candidates from a context-free grammar with the help of a set of counter-examples,
and a verifier is queried to check enumerated solution candidates and produce counter-examples
in case of failure. The first method, pCFG-synth, prompts an LLM for solutions to the bench-
mark and generates a probabilistic context-free grammar (pCFG) from these solutions. It then
deploys an enumerative synthesizer biased by the weights on this pre-trained pCFG [9, 10]. The
second method, iLLM-synth, integrates the prompting within the enumerative synthesizer. In-
stead of asking the LLM to provide a full solution, we ask it to provide helper functions to help
“a student” complete a partially enumerated program. We use the responses to augment the
set of production rules in the grammar and update the weights across the existing production
rules in the pCFG during enumeration. We implement two variants of both approaches, using
two different enumeration algorithms: a probabilistic top-down enumerator [1] and a weighted
search based on the A∗ algorithm [6, 8].

We evaluated our techniques on benchmarks from the Syntax-Guided Synthesis (SyGuS) [2]
competition, and found that LLMs and enumerative solvers have distinct strengths and weak-
nesses when deployed alone. By combining the LLM and enumeration in pCFG-synth, we can
combine these strengths and weaknesses and outperform cvc5 [4], the winning SyGuS compe-
tition tool, solving 73 more benchmarks. Integrating the LLM via iLLM-synth gives greater
performance gains over a basic enumerator than using the pre-trained pCFG, and demonstrates
that, by allowing the enumerative synthesizer to prompt the LLM with information obtained
during the enumeration and allowing the LLM to provide syntactic feedback to the enumera-
tion, we can achieve performance that equals and exceeds the state-of-the-art solvers, even with
relatively simple enumerative algorithms. We argue that our results show that LLMs have the
potential to make significant contributions in the domain of formal program synthesis but the
way to achieve this is by combining these techniques with existing algorithms in the literature.
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