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Details of the STSM 

Title: Tree Transformers for Symbolic Mathematics 

Start and end date: June 30 – July 13 

Detail of the cost in EUROS: 

- Transport (upload screen capture): 97.08 

- Hotel/day (upload screen capture): 104 x 13 = 1349 

- Food/day: 35 x 14 = 490  

TOTAL: 1936.08 

Screenshots attached below 

Goals of the STSM 

Purpose and summary of the STSM. 

(max.200 word) 

We aim to show that in the field of machine learning for mathematics, current approaches using 

transformers do not take advantage of the structural hierarchy inherent in the data. There have been 

two approaches to introduce tree transformers, one by proposing a new positional encoding for tree 

structures [1] and one for altering the attention mechanism to consider the location of a node in a tree 

[2]. As of now, no research has been published on how tree versions of transformers can benefit 

mathematics or theorem-proving tasks. In some of my previous work [3], I showed how a tree version 

of an LSTM was beneficial for classification tasks in symbolic integration. We now propose to 

investigate whether using tree transformers can improve a variety of other mathematics tasks, such as 

symbolic integration [4] and symbolic regression [5]. I have experience with tree transformers, and my 

collaborator has experience in generative AI problems for mathematics. We plan to combine our 

knowledge together to work on these tasks. The ultimate goal is to show that tree transformers are 

better suited for symbolic mathematics tasks. We also wish to show how the work done in symbolic 

mathematics tasks can further develop machine learning in theorem proving. 

 

 

 

 

1 This  form is part of the application for a grant to visit a host organisation located in a different country than the country of 
affiliation.  It  is submitted to the COST Action MC via-e-COST. The Grant Awarding Coordinator coordinates the evaluation on 
behalf of the Action MC and informs the Grant Holder of the result of the evaluation for issuing the Grant Letter. 
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Working Plan 

Description of the work to be carried out by the applicant. 

(max.500 word) 

 

The first step of the project will be to explore symbolic integration, which the corresponding researchers 

both have expertise in. We wish to see if and how switching from an ordinary transformer to a tree 

transformer will improve the results and generalisability of the models. We expect to see an increase in 

accuracy based on some initial testing from a (different) classification task I am currently working on 

[3]. However, the main findings would be to show how the models can generalise. This can be shown 

in two possible ways. The first is to train on data from specific data generation methods introduced in 

previous literature and then test on data that comes from external sources. We can also train on one 

type of data generator and then test on another. We aim to show that the tree based model can 

integrate sums of functions but only learn on each individual expression. That is, if int(f) and int(g) are 

in the dataset, we hypothesise that a tree transformer can predict int(f+g) even though int(f+g) is not in 

the dataset. The tree structure should help a tree transformer learn this more easily, but this may not 

necessarily be true about a regular transformer. 

We will also look at the problem of symbolic regression [5]. Symbolic regression is an emerging field in 

machine learning and aims to infer mathematical expressions directly from data to provide interpretable 

insights into the relationships between variables. There are both transformer approaches and deep 

reinforcement learning approaches, but both rely on the same type of data. That is, S={x_i, y_i} 

input/output pairs and a symbolic equation that defines them. Given S, the ML method will predict the 

equation. Tree transformers will be useful in the decoder part of the architecture, and we will 

experiment with whether the new tree embedding scheme will aid in the equation discovery process. 

These are the two primary tasks we wish to improve with tree transformers. We will first start by trying 

the tree transformer embedding scheme in place of the original positional encoder for both tasks. If 

time permits, we will also look at modifying the attention mechanism as well to see if we can get further 

gains on both tasks. Another potential goal is trying other tasks, such as solving ordinary differential 

equations and deriving integro-differential equations. 
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Expected outputs and contribution to the Action MoU objectives and deliverables. 

Main expected results and their contribution to the progress towards the Action objectives 

(https://europroofnet.github.io/objectives/) and deliverables 

(https://europroofnet.github.io/deliverables/). 

Working groups to which this mission contributes: 

(max.500 words) 

The expected results are implementing a new encoding scheme for symbolic expressions based on 

tree transformers [1]. As far as we are aware, this has never been done for any symbolic mathematics 

task before. With the new encoding scheme, we will then show that this helps with various symbolic 

mathematics tasks, such as symbolic integration and symbolic regression. If we have a positive result, 

we aim to publish this at a top machine learning conference such as NeurIPS, ICLR, or ICML. We are 

confident that the novelty of modifying transformers to suit the tree-based nature of symbolic 

mathematics is a major contribution towards mathematical reasoning in machine learning models. The 

generated datasets and code will also be available online for anyone to use. 

 

This contributes to Working Group 5 (WG5): Machine Learning in Proofs. ML in symbolic mathematics 

and ML in theorem proving have many overlaps, and the work done on symbolic integration and 

regression has applications to theorem proving. Higher order logic formulas can also be represented as 

unary-binary trees, just like in symbolic mathematics. For instance, suppose we have the formula 

∀P.(P(a)→P(b)). This can be represented as the tree: 

∀P 

│ 

→ 

/  \ 

P(a)  P(b) 

Similar to Symbolic Mathematics, ML tasks in theorem proving have only explored transformers using 

sequence embeddings and have not used the hierarchal information from the formulas in the ML 

architecture. 

This is directly related to Research Coordination Objective 6: Develop the use of artificial intelligence 

and machine learning techniques on proofs. As symbolic mathematics is related to theorem proving, 

this also relates to Capacity Building Objective 6: Transfer knowledge in terms of expertise, scientific 

tools and human resources across the different disciplines and between academia and industry. The 

author is also sponsored by Maplesoft, a software company that develops the computer algebra 

system Maple. This creates more collaboration opportunities between academia and industry. Lastly, 

this is also related to deliverable D8: Detailed technical report on the evaluation of techniques for 

learning proof search guidance and premise selection in automated theorem provers. This report has 

emphasised how syntax trees are used in work like tree (recursive) neural networks. In systems like 

ENIGMA-NG, tree neural networks produce vector embeddings that represent the structure of terms 

and clauses. These embeddings are then used for tasks like clause selection in saturation-based 

automated theorem provers. This idea has not yet been explored in transformers, and the work done in 

this STSM will help progress these objectives and deliverables.     
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