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5. Develop the specifications and identify the requirements for an easy-to-use interface between our tool and
Agda.

6. Write up the results of the project aiming for a high-quality publication, highlighting the unique approach
and significant impact of the project on the field of automated theorem proving.

Expected outputs and contribution to the Action MoU objectives and deliverables.

Expected Project Outputs:

1. A neural premise selection tool for the automated theorem prover and functional programming language
Agda using state-of-the-art graph neural architectures.

2. A dataset of program holes and associated lemmas, as well as a methodology for collecting and curating
such a dataset.

3. The bases for a universal, framework-agnostic methodology to structure-aware neural representations of
the types and terms of any functional programming language.

4. A set of trained, custom-tailored graph neural network models for predicting lemmas for program holes
based on the goal type and program scope.

5. A methodology for integrating the neural premise selection tool into the Agda type checker and automated
theorem prover.

6. A research paper describing the project's methodology, experiments, and results, potentially to be
submitted to a high-quality conference in the field of machine learning (e.g., ICLR)

The project outlined aligns with several of the objectives outlined in the Research Coordination Objectives,
including:

1. Promoting the output of detailed, checkable proofs from automated theorem provers.
2. Making techniques for program verification more effective and more accessible to all stakeholders.
3. Developing the use of artificial intelligence and machine learning techniques on proofs.


